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Structure of air-water bubbly flow in a 
vertical pipe II. Void fraction, bubble 
velocity and bubble size distribution 
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Abstract--In a companion paper (Liu and Bankoff. Int..I. Heat Mass Transfer 36, 1049 1060 (1993)) 
measurements were presented of liquid-phase velocity and turbulence properties in air water bubbly upflow 
under a range of flow conditions. In this paper measurements of the radial profiles of void fraction, bubble 
velocity and bubbly size, using a miniature dual-sensor resistivity probe, under the same conditions are 
presented. A new digital processing method, based on threshold combinations of level and slope, was 
developed for phase identification by the resistivity probe. Local mean bubble sizes ranged from 2 to 4 
ram. The profiles of void fraction, bubble frequency and bubble size are found to show distinct peaks near 
the wall, becoming flat at the core. Experimental findings and parametric trends based on the effects of 

superficial velocities of both phases are summarized and discussed. 

INTRODUCTION 

TWO-PHASE upward  cocurrent  bubbly  flow in a ctr- 
cular  pipe may exhibit  bubble  layers near  the wall 
(Serizawa et al. [I}, Wang  [2], Michiyoshi  and Ser- 
izawa [3]), or bubble  coring (Welle [4], Jones  and 
Zuber  [5], Herr inge and  Davis [6]), in which the 
max imum bubble  concen t ra t ion  occurs at the center  
of  the pipe, depending on the flowrates, but also on 
other  flow condi t ions  which are imperfectly under-  
stood. A previous paper  (Liu and  Bankoff  [7]) pre- 
sents systematic l iquid-phase measurements  for 48 
combina t ions  of  gas and liquid flow rates_ This is a 
compan ion  paper,  giving radial d is t r ibut ion  mea- 
surements  with a dual-sensor  resistivity p robe  of  
the cor responding  gas-phase local parameters ,  which 
are the void fraction, bubble  frequency, bubble  mean  
velocity, bubble  velocity tu rbulen t  intensity and spec- 
t rum,  and bubble  size dis t r ibut ion.  The experiments  
were conducted  with six different superficial liquid 
velocities (Jr) f rom 0.376 to 1.391 m s ~, with seven 
superficial air  velocities (J~) f rom 0.027 to 0.347 m 
s-  '. Thus,  a total  of  42 combina t ions  of  two-phase 
flow condi t ions  were employed.  The local void frac- 
tions ranged up to 50% and average void fract ions up 
to 42%.  A special bubble  genera tor  was designed to 
generate bubbles  of  2-4  mm mean  diameter ,  depend-  
ing on the flow condi t ions,  at  the measur ing stat ion 
( L / D  = 36). Some compar i sons  are made  with exist- 
ing data  under  similar condi t ions,  and with empirical 
models_ However,  the principal  value of  the present 
work is to serve as a reliable and fairly complete  data  
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base for deve lopment  of  new physical models and for 
code validation.  

A minia ture  dual-needle electrical resistivity probe 
was coupled with a driving circuit to measure the gas- 
phase local parameters .  The sensing element was made 
from a 0.1 mm O D  stainless steel drill, of  which one 
side was ground to give a sharp  penet ra t ing  tip. The 
other  side of  this small needle was inserted and welded 
into a 0.2 m m  OD, 0.1 m m  ID, stainless steel hypo- 
dermic tube, which was insulated by a hot  shr inkable  
tube to serve as a signal conductor .  The  sensing needle 
was electrically insulated and made  non-wet t ing  by 
the appl icat ion of  varnish and  a teflon coating,  except 
at the very tip. Shadow micrographs  of the tip indi- 
cated that  the tip d iameter  was within 5 ~ 8 l~m. This  
tip was able to pierce, with small deformat ion ,  fast- 
moving  small bubbles  at the point  of  impact,  leading 
to a fast signal response_ Two separate identical sen- 
sors were encased in a 30 mm long, 3 mm OD stainless 
steel tube to form a dual-sensor  resistivity probe lbr  
bubble  velocity measurements .  The outer  stainless 
steel sheath provided a well-defined distance between 
tips, as well as a c o m m o n  ground.  An axial distance 
of  5 mm between two needle tips was selected to 
measure bubble  velocity with sufficient accuracy. 
Details of  the design of  the probe  are given in Liu 
[8]. 

Each sensor was driven by a voltage-sensitive circuit 
consist ing of  a 1.5 volt  bat tery  and a 100 k ~  poten-  

t iometer  connected in series with the probe to ground.  
The ins tan taneous  changes of  local resistivity in the 
two-phase s t ream were detected by a voltage signal 
between the needle tip and  the ground.  The voltage 
drop  across the probe  dur ing closed circuit (liquid 
signal) approx imated  0.3 ~ 0.4 volts. This  low voltage 
effectively reduced electrochemical  p h e n o m e n a  at the 
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axial distance between the tips of resistivity 
probe 
diameter of pipe 
local mean bubble diameter 
cross-correlation function of a and b 
superficial velocity of liquid and gas flow 
entrance length 
coordinate in radial direction ; r = 0 at 
pipe center 
Radius of pipe 
root-mean-square value of instantaneous 
local bubble velocity fluctuation 

Uh local bubble velocity 
Ur local liquid phase velocity 
x bubble chord length 
( ) averaged over cross-sectional area 
(,~) mean void fraction measured by hold-up 

method. 

Greek symbols 
local void fraction 
mean void fraction integrated by local 
value. 

sensor. In order to keep the phase variation signal 
clearly defined, after each run (approx_ one hour), the 
probe tips were carefully cleaned. The analog output 
signals of the two sensors were sampled by a model 
TSI IFA-200 multichannel digitizer. Zero time shift 
between these two signals was checked in advance to 
ensure the accuracy of bubble velocity measurements. 
A typical signal at the air-water interface is shown in 
Fig. 1. Following digitization, status data were sent to 
the computer and stored for later analysis. A sampling 
rate of 10 kHz per channel was used to ensure 
sufficient resolution in analyzing the high-speed, small 
bubble, two-phase conditions. A sampling time of 
10 s proved satisfactory for statistical analysis with 
detection of a sufficient number  of bubbles for most 
of the flow conditions. For high liquid flow and low 
gas flow conditions, a sampling time of 30 s was used. 
The measurements of the corresponding liquid-phase 
local parameters, using well calibrated one- and two- 
dimensional hot-film anemometers, under the same 
flow conditions and test matrix have been given else- 
where [7, 8]. 

PHASE D I S C R I M I N A T I O N  A N D  DATA 
P R O C E S S I N G  

Many investigators, including Serizawa et al. [2]. 
Herringe and Davis [6, 9], and Uga [10], have used a 

sensor 
signal 

sensor 
signal 

FIG. I. Typical resistivity probe response in two-phase 
bubbly flow. 

Schmitt trigger circuit to transfer an original analog 
signal to a binary data series by presetting the trigger 
level, and then processed these binary data statisti- 
cally. Each investigator used a different method for 
the trigger level setting. However, the accuracy of 
this level setting directly affects the accuracy of void 
fraction, bubble velocity and bubble size measure- 
ments, owing to the finite rise and fall time of bubble-  
probe interaction. Theoretically, this trigger level 
should be set as close to the liquid level as possible. 
However, the liquid-level signal depends on the test 
flow conditions, water conductivity, drift due to tip 
fouling, bubble-probe interaction and the wettability 
of the sensing surface. From the signal on the oscillo- 
scope and digitized raw data, one could observe that 
even the minimum value may not be the pure liquid 
signal, due to overshooting_ It was found that even 
for a single radial point measurement, it was difficult 
to set the signal trigger level effectively to solve this 
phase discrimination problem. 

In this study, an iterative routine of self-adjusted 
level and slope phase discrimination scheme for each 
sub-block (about 2000 samples) of raw data was 
developed, based on the assumption that the trigger 
level was independent of radial position. Before a data 
sub-block entered the phase discrimination routine, 
the maximum (M) and minimum (N) values of signal 
were determined in advance. Let the initial level (T) 
and slope (S) threshold be 

T =  ( M - N ) ' C + N  S =  ( M - N ) ' E  

where C and E are the initial preset values. Let R~ be 
the ith sampled datum in millivolts and define 

Pr = R,._ ~ - Ri (Forward slope) 

Pb = Ri+ i - Ri (Backward slope) 

Rr = IPr[, Rh = IPhl (Magnitude of Pr and ph). 

If any one of the following four conditions is valid, 
then R, is in liquid phase ; otherwise, it is in gas phase_ 

(1 )R i_~ in l iqu id  R~ > T Rr < S 0 < P h < S  
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(2) R~> T R,.+l < T 0 < P r < S  R h < S  

(3) R , <  T R , - < S  R h < S  

(4) R,+. > T R, , > T P . - > K  P h >  K 

Condit ion (4) is used to check for closely-packed 
bubbles. As shown in Fig. 1, due to a very sharp 
voltage signal increase and decrease when a bubble 
hits and leaves the probe tip, at the 10 kHz sam- 
pling rate, E was set to C/3 and K = C/9 was satisfied 
in all test conditions. Therefore the only variable that 
should be adjusted is C. A trial value of C was used 
for the data blocks at each local measuring point for 
the phase discrimination and labelling. As expected, 
most of the liquid phase data fell into condition (3). 
Then the area-average void fraction, if, from inte- 
grated local void fraction measurements, was com- 
pared with average void fraction (~t) from hold-up 
measurements. The reproducibility of the hold-up 
measurements was within 0.5% for most of the flow 
conditions. If the ratio of 07/(~t) lay within the accept- 
able range of 0.96-1.03, the local void fraction was 
adjusted to satisfy ff = (~) ,  and further statistical 
analysis began. Otherwise, a routine was actuated to 
adjust the value of C and iteration was continued. The 
new value of C depends on how closely the two void 
fractions ((~) ,c0 agreed. Generally, a value of C 
within 0.2~).3 would converge to the acceptable 
range. The good performance of this combined level 
(T) and slope (S, Pr, Ph, Rr, Rh) threshold algorithm 
for phase identification was confirmed by carefully 
checking all the labelled sampling data at each radial 
position 

The main advantage of the iterative scheme 
accompanying this phase discrimination method is 
that every sub-block has a flexible trigger level, even 
for the same value of C. This is of practical significance 
if the output  of two sensors is in different voltage 
levels or sensor drifts. The smaller number  of samples 
in each sub-block ensures the elimination of the error 
due to such phenomena as flow condition, radial posi- 
tion, probe drift, etc. In addition, the integrated void 
fraction automatically converges to the measured 
mean (~t) to ensure the accuracy of local void fraction 
results. This resistivity probe data processing method 
can be further applied to other flow conditions and 
flow regimes to analyze the dispersed phase signals. 

LOCAL PARAMETERS ANALYSIS 
M E T H O D O L O G Y  

Void.fiaction and bubble frequency 
Based on the aforementioned phase discrimination 

scheme, the probe analog signal is converted into a 
binary signal 6(r, t), which equals one in the gas phase 
and zero in the liquid phase. The local void fraction 
in a quasi-steady two-phase flow, as measured by the 
upstream sensor of the dual-sensor resistivity probe, 
is determined by the time average of6(r, t). To digitize 

the signal, with total sample number  N, the local void 
fraction can be expressed as 

1 '~' 
:t(r) = N i ~  ' ~5(r, ti). (1) 

The local bubble frequency, defined as the number of 
bubbles that pass through the point per unit time, 
averaged over a suitably long time interval, can also 
be measured by the upstream sensor of the resistivity 
probe. 

Bubble t,elocity and its spectrum 
Ideally, all the bubbles are in uni-directional 

motion, and a bubble hitting the first sensor will sub- 
sequently hit the axial downstream second sensor. 
The time-averaged local bubble velocity /-/b can be 
determined if the bubble mean transport time, %, and 
the axial distance between the tips of the sensors, d, 
are known. Thus 

Uh = d/r,. (2) 

In this study, both a multichannel analysis and a 
cross-correlation method were used to determine to. 
The former method gives the spectrum of the time 
lag for each bubble, while the latter gives the most 
probable time lag between the two sensor output sig- 
nals. For multichannel analysis, a computer sub- 
routine was developed to transfer the transport time 
r, ofeach bubble to an amplitude pulse, and to count 
these pulse trains in 400 equally-spaced channels 
between the detected maximum and minimum of the 
pulse to yield the bubble velocity spectrum. Unfor- 
tunately, miscounting was inevitable in the actual 
measurement_ This happens i ra  bubble is only pierced 
by one of the needles, or if before a bubble penetrates 
the first sensor, another bubble hits the second sensor_ 
Then, the time lags for individual bubble transport 
may cause the apparent bubble transport time to be 
negative, which is physically impossible 

This miscounting problem was solved by eliminat- 
ing the miscounted bubbles through a subroutine to 
identify the probe signals originating from the same 
bubble. Prior to identifying the miscounted bubbles, 
the beginning and end of the time address for indi- 
vidual bubbles were obtained. Then a multichannel 
analysis was performed to get the bubble velocity 
spectrum. Generally, 10-15% of the total number of 
bubbles were miscounted. The local bubble velocity 
U~(r) and its turbulent fluctuation uAr) were deter- 
mined by 

Uh(,-) = ~, N, Ub~(r)/~ Ni (3) 

ub(r) = Ni[Ub~(r) - Ub(r)]-' N, (4) 

where Uh~ is the instantaneous measured local bubble 
velocity in the ith channel, and N~ is the counting rate 
of U,~ in each channel. In order to verify the validity 
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FIG. 2. Typical corre]ogram of two-needle resistivity probe 
output signals. 

of the above method, the two tensor output signals a 
and b were checked by calculating the cross-cor- 
relation function F,,~, which is defined as 

li0 r F,,~,(,, r) = l im T a( , ,O,I)b(r ,d , t+z)dt_ (5) 

All the correlograms obtained from the dual-sensor 
resistivity probe displayed a fairly distinct peak at 
each local point across the section. A typical cor- 
relogram is shown in Fig. 2. The most probable trans- 
port time (r0) at the clearly-defined peak of the func- 
tion is used to determine the local mean bubble 
velocity Ub(r). In the data processing, the cross-cor- 
relation function of the raw sampled data and the 
data eliminated due to miscounting were calculated in 
each local point. It is interesting to find that both sets 
of input data give the same values of the most prob- 
able bubble transport time, and hence the same bubble 
velocities. It would be expected that the small number 
of miscounted bubbles would not affect the position 
of maximum cross-correlation, except that the mag- 
nitude of the correlation coefficients would decrease. 
This feature improves the reliabihty of the bubble 
velocity results. 

The bubble velocity obtained by the multtchannel 
method was very close to the one obtained from the 
cross-correlation method in the core region (r/R <~ 
0.8), with an average +2% deviation_ However, in 
the wall region (r/R > 0.8) the velocity was 2M% 
higher for the multichannel method. In the present 
study, most of the bubble velocity data in the core 
region (r/R ~ 0.8) resulted from the cross-correlation 
method, which needed only a relatively small number 
of bubbles to get an accurate result. 

Bubble chord length and size distribution 
Even though the local void fraction distribution 

offers valuable information, it does not completely 
reflect the internal structure of the two-phase system. 
The same void fraction may be due to either a large 

number of small bubbles or a small number of large 
bubbles. Since the two cases differ both in average 
bubble size and in interracial contact area, it was 
considered essential to complement the void fraction 
by a suitable measurement of average bubble size 
distribution. 

The local bubble size can be determined from the 
measured bubble chord length spectrum based on a 
statistical treatment of the bubble residence time. For 
a fixed sampling rate, SR, and N, samples counted 
in the ith bubble, the bubble chord length can be 
determined from 

x, = (Ni/SR)" U b. (6) 

However, a certain chord length may correspond 
to a small chord length in a large bubble or a large 
chord length in a small bubble, depending on the 
bubble-sensor interaction, bubble velocity, bubble 
shape and trajectory. The transformation of the mea- 
sured chord length into a bubble diameter is still a 
difficult problem. In general, the bubble size dis- 
tribution is related to the probability density function 
(pdf) of bubble chord length_ Limited studies have 
been done on this problem Bankoff [11] and Ander- 
son [12] were the first to derive an integral equation 
which related bubble size pdf to the bubble residence 
time pdf under the assumptions of (i) spherical bubble 
and (ii) uni-directional bubble velocity that would not 
slow down and not be deflected by the probe, so 
that any element of the projected bubble frontal area 
would have equal probability of being detected_ 

Uga [10] and Herringe and Davis [9] derived a 
differential equation which related the bubble diam- 
eter pdf, F(x), to the measured chord length pdf, 9(x), 
as 

F(x) = 1/219(x) - x-y'(x)] (7) 

based on the same assumptions. Using equation (7) 
to obtain the distribution F(x) requires differentiation 
of the measured irregular curve ofg(x), and this oper- 
ation will magnify any scatter to induce uncertainty. 
However, the local average bubble diameter, D,v(r), 
can be determined by integration of measured bubble 
chord length pdf as : 

o,,.(,-) = ~im DF(D) dO = 1.5 x~(x) dx. (8) 

Recently, Clark and Turton [13], with the assump- 
tion (ii) above for some well-defined bubble shapes, 
provided information about the transformation 
between bubble size and chord length pdf. However, 
it is hard to use a more sophisticated bubble shape in 
this analysis, owing to the lack of detailed knowledge 
on the bubble shape in two-phase turbulent flow. In 
practice, the presence of the irregular bubble chord 
length pdfalso made it difficult to transform. Serizawa 
el al_ [14] recently derived an integral equation, similar 
to the Bankoffapproach~ to calculate spherical bubble 
size distribution from the bubble chord length pdf, 
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which takes into account the effect ofmulti-directional  
bubble movement.  However,  this requires three- 
dimensional bubble-velocity measurements, which are 
scarce or non-existent. Therefore, only results of  
chord length distribution, instead of  bubble size dis- 
tribution, were demonstrated. 

The method of  Uga [10] and of  Herringe and Davis 
[9] was used to interpret our data in terms of  bubble 
size. It was reasonable to assume that the small 
bubbles (2 ~ 4 mm dia_) were nearly spherical (Mat- 
sui [15]). The second assumption of  unidirectionality 
was generally true when the measuring point was far 
from the wall (relative to bubble size), using a very 
small sensing tip (5 ~ 8 lira dia.) in comparison with 
the detected bubble. At every local measuring point, 
100 equally-spaced increments were divided between 
the measured maximum and minimum contact time. 
The bubble chord length pdf  was then determined by 
multichannel analysis. Finally, the time averaged local 
bubble size was evaluated by equation (8). The accu- 
racy of  the measured bubble size was confirmed by 
pictures taken in the water-filled, transparent rec- 
tangular view box. 

EXPERIMENTAL RESULTS AND DISCUSSION 

Local void]raction and bubble frequency 
Typical results for the void fraction and bubble 

frequency radial profiles are presented here in Figs. 3 
and 4. Complete  results [8] can be obtained from the 
authors. The bubbles tend to migrate toward the wall. 
Thus, the void fraction, as well as the bubble fre- 
quency profiles, under all the present test conditions, 
showed a distinct peak near the wall, and a relatively 
flat pattern in the core (r/R <~ 0.8). 

A bubble in an inviscid shear flow experiences a 
Bernoulli lift force towards the center of  the pipe_ 
Very close to the wall, viscous effects are important,  
resulting in increased drag on the side of  the bubble 
near the wall_ This causes the bubble to rotate and 
roll along the wall, causing the stagnation point to be 
shifted away from the wall. Another  possibility is that 
the bubble makes actual contact  with the wall for 
some part of  its residence time in the vicinity of  the 
wall, and that surface tension forces then hold it 
against the wall. The theory for these effects has not 
yet been worked out. 

As expected, increasing the gas flow rate at constant 
liquid flow rate increased the void fraction and bubble 
frequency, both in the core region, and in their peak- 
ing region near the wall. The axisymmetric void pro- 
files confirmed that a fully-developed turbulent two- 
phase bubbly flow field had been closely approached. 
Wall peaking became more pronounced for high 
liquid flows, with a relatively sharp peak near the 
wall, and a small amount  of  bubbles nearly uniformly- 
distributed in the core region. However,  at lower 
liquid flow rates, a more unifo~wn void distribution 
with a relatively lower peak near the wall was observed 
at all gas flows. This difference in void distribution 

may be due to the balance between the buoyancy and 
inertial force in the axial direction, as well as the lateral 
lift force interaction with the bubble, dragging the 
bubble toward the wall_ 

The effect of  increasing liquid flow at constant gas 
flow was to decrease the void fraction in the core 
region, as well as the void fraction at the peak near 
the wall. This tendency was somewhat related to the 
total gas volume flow rate under different flow con- 
ditions. At constant Jg, increasing ,11- lowered the 
area-averaged void fraction (~) .  The bubble fre- 
quency also decreases in the core region, but increases 
near the wall. This bubble redistribution is closely 
related to the local void fraction and bubble size. Since 
the increased segregation of  bubbles near the wall at 
higher liquid flow conditions was not accompanied by 
a similar change in the bubble size distribution (Fig. 
10), it follows that the bubble frequency near the pipe 
wall becomes larger for higher liquid flows. 

Bubble velocity and its spectrum 
Typical spectra obtained at various local positions 

are presented in Fig. 5. The detected spectrum at every 
local point covered a broad range of  bubble velocities, 
approximately following a Poisson distribution. As 
shown in Fig. 6. increasing either gas flow or liquid 
flow increases the bubble velocity. There were no 
peaks in the bubble velocity profiles similar to those 
observed in wall peaking void profiles_ 

In order to check the accuracy of  local measure- 
ments, the integrated local bubble velocity (Uh) was 
compared with the superficial gas velocity (Jg), which 
was directly measured from calibrated orifice flow 
meters. From the locally-measured • and U~, we can 
calculate the area-averaged volume flow defined by 

( J g ) = ~  , ( ~ ' g b )  d A  (9) 

A total of  42 flow conditions were checked. As shown 
in Fig. 7, most of  the individual data sets were within 
_+ 5%_ The reproducibilities of  the local bubble vel- 
ocity and the void fraction measured by resistivity 
probe were within 2%. 

For  upflow, the bubbles normally moved faster 
than the surrounding liquid due to buoyancy_ The slip 
ratio between the phases was found to increase slowly 
in the core region, and increase sharply when close to 
the wall. As shown in Fig. 8, increasing the void frac- 
tion lowers the slip ratio. 

Bubble velocity turbulence profiles 
The bubble velocity turbulent fluctuation, as pre- 

sented in Fig. 9, showed a fairly unilorm radial dis- 
tribution, except for the wall region_ As expected, the 
effect of  increasing gas velocity was to increase the 
bubble turbulence, owing to the increased bubble-  
bubble and bubble-l iquid interactions. However,  
increasing the water flow at constant gas flow rate 
decreased the bubble turbulence at low flow con- 
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FIG. 3. Void fraction distributions (a) at constant Jr, (b) at constant J r  

ditions (such as at Jr = 0_376, 0.535, and 0.753 m 
s-  ~). On further increasing the liquid flow, a slightly- 
increasing effect was found, especially close to the 
wall. This phenomenon was observed at all gas flow 
conditions_ This illustrates that the bubble-liquid 
interactions can be less efficient in producing turbulent 
energy in some velocity ranges than in others, possibly 
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FIG. 4. Bubble frequency distributions (a) at constant Jr, 
(b) at constant J~. 

due to the damping effect of  the water inertia. 
However,  up to some higher flow limit, the absolute 
value of  the bubble fluctuation always increased. In 
view of the decrease m mean void fraction in the latter 
case as the liquid flow rate is increased, it is found 
that the decrease in void fraction outweighs the con- 
tribution of  increased single-phase turbulence as J.. 
increases at constant J~. This somewhat surprising 
result illustrates the dominant  effect of  bubble-l iquid 
interactions in producing liquid-phase turbulence 
under some conditions. This implies that the energy 
of  the bubble shape oscillations becomes significant 
above some critical Reynolds number based on rela- 
tive bubble velocity. 

In order to make this effect clear, the relative bubble 
fluctuation (ub/Ub) data are plotted in Fig. 10. The 
effect of  increasing gas flow to udUb generally showed 
the same parametric trend as Ub in increasing the rela- 
tive turbulence. However,  the effect of  increasing the 
liquid flow rate consistently resulted in decreased 
bubble relative turbulence_ It is interesting to note 
that the bubble relative turbulent fluctuations at 
higher flow conditions (from Jr = 0.753-1.391 m s-  ~) 
were almost merged together, but a distinct difference 
was found.between the lower flow conditions. These 
results strongly imply that the local bubble turbulence 
is directly related to the local mean bubble motion. 

Bubble chord length and size distribution 
Typical bubble chord length spectra are presented 

in Fig. I I_ The irregular distribution made it difficult to 
obtain bubble size pdf  directly from equation (7) by 
differentiating the measured chord length pdf. There- 
fore, the local mean bubble diameter was obtained 
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from an integrat ion of  the chord length pdf  by equa- 
tion (8). The detected local mean  bubble  sizes ranged 
From 2-4 mm in diameter  depending on the flow con- 
dit ion and local position. The radial var iat ions of  
mean bubble  d iameter  are presented in Fig. 12. The 
accuracy of  the measured bubble  size was confirmed 
by the pictures taken in the view box. Typical results 
are shown in Fig. 13. 

Generally,  the mean  bubble  size profiles were fairly 
uniform over most  of  the pipe cross-section, except 
near the wall. The maxima were observed near  the 
wall, at a lmost  the same (or slightly closer) posi t ion 
as the void peaking. The same tendency was also 

reported by Michiyoshi and Serizawa [3] and Matsui  
[15]. The observed maxima near  the wall may be 
explained in several ways. One reason may be that  the 
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FIG. 8. Slip ratio distributions at various gas flows. 

highly concent ra ted  bubbles  had a higher  probabi l i ty  
to accelerate in the wakes of  the o ther  bubbles,  finally 
coalescing with the other  bubbles  to form a larger 
bubble.  A second reason may be the bubble  elon- 
gation in the flow direct ion caused by the large gra- 
dient of  the shear  stress dis t r ibut ion close to the void 
peaking. 
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Increasing the void fraction at  cons tan t  water  flow 
rate generally increased the bubble  size, especially at 
low water flow condi t ions  (Fig. 10). This may be 
the result of  increased coalescence and  also increased 
bubble  de tachment  sizes. Conversely,  increasing the 
water flow rate at a cons tan t  gas flow rate decreased 
the bubble  size, because of  decreased coalescence rates 

and smaller  bubble  de tachment  sizes f rom the hypo- 
dermic needles. Most  of  these smaller  bubbles  slide 
close to the wall and  add a relatively small a m o u n t  to 
the bubble  flow in the core region. This bubble  size 
effect on bubble  movement  was observed by Seko- 
guchi et  al. [16] with a single bubble  stream. The 
s t rong dependence of  phase d is t r ibut ion  and  bubble  

p 

k 

\ 

I 

(a) [ Jf = 0.535 m/s,  Jg = 0.067 m/s] (b) [ Jf = 0.535 m/s, Jg = 0.112 m/s ] 

FIG. 13. Typical bubbly flow photograph. 
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number frequency on bubble size distribution in a 
concentrated bubbly flow regime also was found in 
this study. 

Data comparison 

The present data of  void fraction were compared 
with the data of Serizawa et aL [17] and Wang [4] 
under similar f!ow conditions. The bubble frequency 
and bubble velocity were also compared with the Seri- 
zawa et al. data. The results are shown in Fig. 14_ It 
can be seen that large discrepancies exist. As discussed 
by these authors, the reasons may be due to the differ- 
ent entrance geometry and gas injection method, caus- 
ing different size and configuration of  bubbles_ In fact, 
the different bubble size distributions may affect the 
local flow turbulent structure and also may even result 
in different flow regimes at the same liquid and gas 
flow conditions. Recently, experimental and theor- 
etical studies on the interracial area concentration in 
gas-liquid two-phase flow werc carricd out by 

Kataoka and Serizawa [18]. They concluded that the 
radial distributions of  the interfacial area con- 
centration were strongly affected by bubble size at 
the inlet which is controlled by the bubble generator. 
However, apart from the present study, no systematic 
and reliable experimental results on bubble size dis- 
tribution have been obtained previously, making com- 
parisons difficult under nominally similar conditions. 
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